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Abstract

Reducing the power requirement of large IT infrastructures is becoming a major concern. Energy savings can be achieved with hardware and/or software solutions; in particular, modern CPUs can operate at different power levels that can be selected by software: low power modes reduce energy consumption at the cost of lowering also the CPU processing rate. In this paper we address the problem of reducing energy consumption of a large-scale distributed application subject to Service Level Agreements requiring a maximum allowed response time. Specifically, we propose Energy Aware reconfiguration of software SYstems (EASY), an on-line algorithm for dynamically adjusting the processing speed of individual devices such that the average system response time is kept below a predefined threshold, and the total power consumption is minimized. EASY uses a Queueing Networks performance model to proactively drive the reconfiguration process, so that the number of individual reconfiguration actions is reduced. We formulate the energy conservation problem as a Mixed Integer Programming problem, for which we propose a heuristic solution technique. Numerical experiments show that the heuristic produces almost optimal results at a substantially lower computational cost. Therefore, EASY can be effectively applied on-line to make a large system energy-proportional.
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1. Introduction

The constant growth of energy usage in industrialized countries is creating problems to the sustainability of the Earth development. According to a report by Koomey [1], the total electrical power consumed by servers worldwide doubled from 2000 to 2005, representing an annual growth rate of 14\% yearly for the U.S. and 16\% worldwide. The total power consumption of all servers in the U.S. in 2005 was about $2.6 \times 10^{12}$ W (2.6 billion kW); all servers in the world are estimated to consume about $7 \times 10^{12}$ W. If we include also the energy required for cooling and for powering ancillary equipment, the total power consumption raises to $5.2 \times 10^{12}$ W for the U.S., and $14 \times 10^{12}$ W worldwide [1, Table 6].

The interest towards efficient use of technology is also motivated by some alarming trends showing, for example, that computing equipment in the U.S. alone is estimated to consume more than 20 million giga-joules of energy per year, the equivalent of four-million tons of carbon-dioxide emissions into the atmosphere [2, 3]. IT analysis firm IDC\textsuperscript{1} estimates the total worldwide spending on power management for enterprises was likely 40 billion dollars in 2009.

\textsuperscript{1}http://www.idc.com/

For the reasons above, the green computing discipline addresses the problem of building and managing computing infrastructures that provide the same quality of service with lower energy consumption [3]. Rudimentary techniques for power management, e.g., shutting down idle servers, can impact the ability of the hosting center to meet the Service Level Agreements (SLAs) implicitly or explicitly stipulated with clients. Shutting down servers ensures the maximum power saving; however, bringing up a machine when needed requires a significant start-up time (up to several minutes, depending also on the time needed to start the applications). Start-up delays can severely impact the ability of the system to promptly handle workload fluctuations. Besides, repeated on-off cycles can stress hardware components, increasing the probability of failures, which add further costs for repair or replacement of broken devices [4].

One important observation is that the average utilization of a server in a datacenter is quite low, but rarely zero: Barroso and Hölzle observe that most of the time, servers operate between 10 and 50 percent of their maximum utilization level [5], and the utilization rarely drops to zero. This behavior is not accidental, but derives from the application of appropriate engineering and provisioning principles: if the number of servers is reduced to increase their average utilization, then the system would operate near its saturation point. In Fig. 1 we qualitatively show the dependency of response time from utilization of a generic service center (being it a single device or a whole datacenter): as the utilization approaches one, the response time...
diverges since an infinite queue of requests builds up; in practice, overloaded devices drop requests as internal buffers fill up. A certain amount of slack capacity is necessary to avoid operating the system near the saturation point, to cope with workload fluctuations.

We also observe that an important family of large scale Web applications includes the so called Online Data Intensive (OLDI) services [6] such as search engines, online advertising, Massive Multiplayer Online Games (MMOGs) and similar applications that process external requests under very strict response time constraints. OLDI workloads are driven by user-generated queries that interact with massive data sets; responses must be produced within a very short time, sometimes in the sub-second scale. Furthermore, OLDI workloads fluctuate considerably over time, usually with a periodic pattern resulting from human activity periods.

As an example, we show in Fig. 2 the number of online players connected to the RuneScape MMOG, collected by monitoring the game Web page during several weeks starting from April 2011 (more details will be given in Section 9). A daily pattern is clearly visible, which results from the overlapping of activity periods of a large population of players distributed over different time zones.

The discussion above suggests to reduce the power consumption by making the system power proportional [5], meaning that the power consumption of devices is kept proportional to their utilization. Ideally, a device should consume zero power when its utilization is zero, and full power when its utilization is one. Unfortunately, such “perfect” power proportionality has not been achieved yet, current server processors can consume about 30% of their peak power during very low activity periods, creating a dynamic range of more than 70% their peak power. CPUs targeted at mobile devices have idle power usually reaching one tenth of their peak power.

Specifically, most processors allow dynamic frequency/voltage scaling (DVS), where the frequency (and voltage) can be lowered to produce much more savings in power consumption compared to how much one looses on quality. The Advanced Configuration and Power Interface (ACPI) specification has been proposed as an open standard for configuration and power management of individual devices or entire systems [7]. ACPI defines a larger set of low power states, some of which are fully operational, meaning that the device still processes user requests at a possibly slower rate. For processors, power savings within operational states is achieved through dynamic frequency scaling, in which the CPU frequency and voltage are dynamically adjusted to reduce the energy requirement. Since ACPI state changes can be controlled by software, there is a great potential for achieving significant energy reductions by implementing more elaborate power/performance tradeoffs, which were not possible with the previous generation of devices.

**Contribution of this paper.** In this paper we pursue this direction by proposing a dynamic power management strategy that minimizes the overall power consumption of a large scale IT infrastructure subject to Quality of Service (QoS) constraints in the form of a maximum allowed response time. While using dynamic voltage scaling may not provide as much savings as shutting down a server completely, the advantage is that it can still service requests (albeit at a lower frequency), and it can be switched back to full speed with negligible overhead. This is essential for OLDI applications mentioned above.

We propose the Energy Aware reconfiguration of software SYstems (EASY) framework for dynamic power optimization of large-scale systems subject to response time constraints. Specifically, the system response time must be kept below a given threshold. The system is made of a set of ACPI-capable devices (CPUs, disks, system modules and so on). We assume that the system is subject to variable workload; the internal load of the system can be unevenly spread across the servers, and can also shift from device to device at any time. EASY is an on-line selection of power/performance levels of devices such that the average response time is kept below the threshold, and the total energy consumption rate is minimized. EASY can be applied to any device supporting the ACPI specification (not just CPUs), hence our approach is quite general and can be applied to many different kinds of systems.

EASY is based on a Monitor-Analyze-Plan-Execute control loop [8]: the system is enhanced with a monitor component, which is responsible for collecting performance measures at runtime. This information is used both to identify when the response time constraint is being violated, and also to drive the
reconfiguration process itself. The analyzer and the planner use a simple Queueing Network (QN) model to quickly analyze different power/performance settings. All quantitative parameters needed to evaluate the QN model are estimated by the monitor: hence, EASY does not require any prior knowledge on the system. Additionally, EASY can adapt to both changes in the workload, or changes in the load distribution within the devices. The allowed maximum system response time can be changed at run time if necessary, allowing system administrators to easily redefine the SLA. We formulate the energy minimization problem as a Mixed Integer Programming (MIP) problem. Besides, we describe an effective heuristic which can provide a feasible solution faster than handling the optimization problem with a conventional general-purpose solver. Using a set of simulation experiments, we show that the heuristic used by EASY is very fast, and the quality of the results is statistically comparable to the optimal solution of the MIP problem computed through a MIP solver.

**Paper Organization.** The remainder of the paper is organized as follows. In Section 2 we review the scientific literature and compare existing works with our approach. In Section 3 we describe the ACPI specification. Section 4 formally describes the problem which we are addressing. The high level architecture of EASY is described in Section 5; Section 6 describes the QN performance model, and how response times can be estimated from the quantitative parameters collected by the monitor. In Section 7 we formulate the optimization problem as a MIP problem, which can be handled by standard MIP solvers. In Section 8 we describe an effective heuristic which can be used to solve the same problem much more efficiently. The results of the extensive simulation experiments used to validate our approach are then presented and discussed in Section 9. Finally, Section 10 presents concluding remarks, and proposes future research directions along which the approach described in this paper can be extended. To make this paper self-contained, we include in the Appendix: a table summarizing the main notation used in the paper, a short overview of Queueing Network modeling, and a description of the MIP problem using the GNU MathProg language.

## 2. Related Work

Adaptive computing systems have been studied extensively over the last years, by several research communities from different point of views [9]. The autonomic computing framework is a notable example of a general approach to the design of adaptive computing systems [8, 10]. This paper deals with model-driven self-adaptation of systems subject to response time constraints, where the goal of the adaptation strategy is to minimize the overall energy consumption. Therefore, our review of the scientific literature will focus on works proposing trade-off between energy consumption and performance.

A recent trend in managing large datacenters is the increasing reliance on virtualization technologies. Virtualization is one of the key enabler of the Cloud Computing paradigm [11], and can be applied at various levels of the IT infrastructure (processor, storage, network...). At the processor level, modern CPUs support the execution of (isolated) guest Operating Systems within the same host OS.

Virtualization has been exploited to reduce the power consumption of the host machine. In [12] the authors propose VirtualPower, a mechanism for reflecting the power management policies of the guest OSes to the real hardware. VirtualPower allows the host OS to take actions according to the guest VM independent energy management policies; this enables the host OS to attain global objectives based on knowledge about guest OSes. In [13] the authors propose a Peer-to-Peer algorithm for consolidating virtual machine instances using live migration, with the aim of reducing the number of physical servers that need to be powered on at a given time. In [14] the authors propose a more general consolidation algorithm that takes into consideration QoS metrics when planning VM migrations.

In [15] the authors propose an adaptive algorithm for dynamic voltage scaling of Web Servers subject to response time constraints. The algorithm is based on an instrumented Linux kernel which includes a QoS-aware scheduling policy, an admission control scheme and a dynamic voltage scaling scheme which minimizes the energy consumption yet ensuring that deadlines are met. In order to quickly identify the most appropriate power level, performance bounds for schedulability of aperiodic tasks are employed. With respect to [15], EASY can be implemented as a user-level application (no modification of the Operating System is needed); furthermore, EASY can deal with a distributed application, while [15] operates at the single node level.

Other DPM solutions are based on system reconfiguration steps that include powering off components while idle, and switching them to low-power operating modes when under-utilized. In [16] the authors compare different solutions for reducing the power consumption of Web servers, based on DVS and batching of requests. In [17] the authors propose an autonomic management framework that uses a Markov chain quantitative model to drive the tuning of parameters of an IT system; a case study is shown involving the use of the framework for dynamic power management of disk drives. In [18] the authors describe NapSAC, a system for reducing the energy consumption of Web applications. NapSAC makes use of energy-efficient hardware and low-power sleep states to essentially “shut down” unused servers, and bring them back quickly when needed. Recent surveys [3, 19, 20] indicate that most of the DPM techniques developed so far are targeted at individual components (like processors or disk drives) or at specific systems (such as clusters or data centers), see for example [13, 21, 22].

In [23] the authors evaluate five strategies to save energy, based on various combinations of DVS and powering down/up unused servers; the authors study the performance degradation of applications with respect to the strategy used.

Several approaches consider the problem of reducing the energy consumption with SLA constraints as an optimization problem. In [4] the authors describe a dynamic optimization problem for server provisioning and DVS control for an IT
infrastructure hosting multiple applications subject to response time SLAs. Three solution techniques for the optimization problem are presented: fully proactive, fully reactive and hybrid.

In [24] the authors propose a framework for self-adaptive capacity management for a virtualized hosting environment running multiple application classes. A cost model based on a two-level SLA specification is considered, where the service provider incurs a penalty when the service level requirements are violated. [25] extends the work above to handle performance/cost tradeoffs arising when operating under security attacks and energy constraints.

All papers [4, 24, 25] model each server (or VM, in the case of [24]) as an independent queueing center, in order to estimate the system response time at that center. This is an appropriate approximation when all application instances are independent and do not interact, but fails when the hosted application is fully distributed and spans multiple hosts. EASY uses a QN model to represent the fact that each user request may interact with more than one device before completion.

Mistral [26] is a utility-based optimization framework that optimizes a combination of performance and total power consumption for a virtualized infrastructure hosting multiple distributed applications. The system is reconfigured when variations in the monitored workload occurs. The system model used by Mistral is quite different from the one considered by EASY. The decision variables used by Mistral optimization process are essentially the number of VMs running on each host; the cost of migrating running VMs to other physical nodes is taken into consideration when deciding how to reconfigure the system.

An approach to SLA-aware adaptive resource allocation in virtualized environments is described in [27]. When a SLA violation is detected, a PUSH phase is started in which additional resources are allocated until the SLA is satisfied again; then, a PULL phase is executed in which under utilized resources are removed from the allocated pool.

The approach in [28] implements and validates a dynamic resource provisioning framework for virtualized server environments. In order to conserve power, unused machines are switched off; the cost of switching off and on physical servers is explicitly taken into account.

With respect to the above class of works, EASY deals with OLDI applications subject to response time constraints. Power management policies involving non operational ACPI states (see Section 3) require a significant penalty when the service level requirements are violated. ACPI-compliant devices allow high-level components (such as the Operating System) to explicitly control the system power consumption. ACPI allows complex policies to be managed by the OS rather than a ROM BIOS; the OS can gather information at the system (hardware) and application levels in order to take better power management decisions; this would not be possible if power management features were embedded into device firmware or ROMs.

![Figure 3: ACPI states and transitions](image)

We conclude this review by mentioning an interesting recent work [29] in which the authors make use of a new set of metrics, called CPU gradients, to predict the impacts of changes in processor frequency or VM capacity on the system end-to-end response time. The authors propose a framework, based on CPU gradients, aimed at minimizing the energy usage of a multi-tier environment (either virtualized or non-virtualized) subject to response time constraints. CPU gradients, as the name suggests, represents derivatives of the system response time with respect to the resource parameters (CPU frequency and VM capacity). Gradients are collected using a measurement-based approach: small perturbations in CPU frequency or VM capacity are injected into a running applications to estimate the variations of response times. CPU gradients are proposed as a measurement-based alternative to queuing network models, citing possible difficulties in building accurate QN models with little or no detailed knowledge on the application and deployment platform.

In this paper we argue that QN models can indeed be built even when no application-level knowledge is available; accurate model parameters can be collected at run-time by passive probes. Operational analysis of QN models [30] allows bounds on response time to be computed quickly [31]. We will show that EASY can represent an appropriate solution in those situations when quick system reconfiguration is important, and low invasiveness is desired.

3. The ACPI Specification

Most modern CPUs support the Advanced Configuration and Power Interface (ACPI) [7], an open standard for platform-independent configuration and power management of both individual devices and entire systems. ACPI-compliant devices allow high-level components (such as the Operating System) to explicitly control the system power consumption. ACPI allows complex policies to be managed by the OS rather than a ROM BIOS; the OS can gather information at the system (hardware) and application levels in order to take better power management decisions; this would not be possible if power management features were embedded into device firmware or ROMs.
ACPI defines global system states, individual device power states and processor power states; these states, and valid transitions, are summarized in Figure 3.

The global states G0–G3 are defined as follows (in order of decreasing power consumption):

**G0–Working.** In this state the system operates normally and application threads are executed; individual components may have their power state changed dynamically, e.g. by the user.

**G1–Sleeping.** In this state the system requires less power, but application threads are not being executed. The system can be brought back to working state without the need to reboot.

**G2–Soft off.** In this state the system power consumption is minimal. User or system software is not executed. The system must be restarted, and requires a large latency in order to go back to the working state.

**G3–Mechanical Off.** In this state the system is shut off through mechanical means. Except for the real-time clock, the power consumption is zero.

The device states D0–D3 describe the power state of individual devices attached to the system (e.g., disks drives, monitors and so on). The states are defined as follows, in order of decreasing power consumption:

**D0 (Fully-On).** The device is active and responsive, requiring the highest power consumption.

**D1, D2, D3hot.** These states require less power (D0 > D1 > D2 > D3hot), but the device is expected to preserve increasingly less context.

**D3 (Off).** In this state, power has been removed from the device. The device context is lost when this state is entered.

Processor power states C0–C3 are defined within the global working state G0 as follows, again in order of decreasing power consumption:

**C0.** The processor executes instructions normally.

**C1–Halt.** The processor is not executing instructions, but can return to the C0 state with minimal latency. All software-visible states are preserved.

**C2–Stop-Clock.** This state offers improved power savings over the C1 state, but requires a larger latency to return to an executing state. All software-visible states are preserved.

**C3–Sleep.** This state offers improved power savings over the C1 and C2 states. Cache coherency is not guaranteed, and must be ensured by software on resume.

<table>
<thead>
<tr>
<th>P-State</th>
<th>Frequency</th>
<th>Voltage</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>2.8 GHz</td>
<td>1.40 V</td>
<td>92.6 W</td>
</tr>
<tr>
<td>P1</td>
<td>2.6 GHz</td>
<td>1.35 V</td>
<td>90.2 W</td>
</tr>
<tr>
<td>P2</td>
<td>2.4 GHz</td>
<td>1.30 V</td>
<td>77.0 W</td>
</tr>
<tr>
<td>P3</td>
<td>2.2 GHz</td>
<td>1.25 V</td>
<td>65.7 W</td>
</tr>
<tr>
<td>P4</td>
<td>2.0 GHz</td>
<td>1.20 V</td>
<td>55.9 W</td>
</tr>
<tr>
<td>P5</td>
<td>1.8 GHz</td>
<td>1.15 V</td>
<td>47.6 W</td>
</tr>
<tr>
<td>Pmin</td>
<td>1.0 GHz</td>
<td>1.10 V</td>
<td>36.1 W</td>
</tr>
</tbody>
</table>

Table 1: P-States frequency, voltage and power consumption for the AMD Opteron Processor [38, Table 11, p. 14]

<table>
<thead>
<tr>
<th>P-State</th>
<th>Frequency</th>
<th>Voltage</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>2.0 GHz</td>
<td>1.148 V</td>
<td>20 W</td>
</tr>
<tr>
<td>P1</td>
<td>1.8 GHz</td>
<td>1.132 V</td>
<td>18 W</td>
</tr>
<tr>
<td>P2</td>
<td>1.6 GHz</td>
<td>1.100 V</td>
<td>15 W</td>
</tr>
<tr>
<td>P3</td>
<td>1.4 GHz</td>
<td>1.052 V</td>
<td>13 W</td>
</tr>
<tr>
<td>P4</td>
<td>1.0 GHz</td>
<td>1.004 V</td>
<td>10 W</td>
</tr>
<tr>
<td>P5</td>
<td>800 MHz</td>
<td>0.844 V</td>
<td>7 W</td>
</tr>
<tr>
<td>P6</td>
<td>600 MHz</td>
<td>0.844 V</td>
<td>6 W</td>
</tr>
<tr>
<td>P7</td>
<td>400 MHz</td>
<td>0.844 V</td>
<td>5 W</td>
</tr>
</tbody>
</table>

Table 2: P-State frequency, voltage and power consumption for the 2 GHz VIA C7-M Processor (Source: http://www.via.com.tw/en/initiatives/greencomputing/powersaver.jsp)

Finally, the ACPI specification defines device and processor performance states Pi within the active states (C0 for processors and D0 for devices). Devices and processors may support up to 16 states, labeled from P0 to P16, where state Pi requires more energy than state (i+1), but provides better performance. Transitions between ACPI performance states incur negligible overhead; this is the reason why we focus on them in this paper.

Power reduction in operational states is achieved by dynamically adjusting the processor core voltage, clock rate or both, since the power P dissipated by a CMOS circuit satisfies the following relation [33]:

\[ P \propto CV^2f \]

where C is the capacitance, V the voltage and f the clock frequency. Various technologies are used by different vendors to achieve dynamic power reduction, such as Intel Speedstep [34], AMD PowerNow! [35], and IBM EnergyScale [36]. Additionally, AMD CoolCore [37] is capable of turning off individual parts of the processor to further reduce energy consumption and CPU temperature.

To provide some actual figures, Table 1 reports the operating voltages, frequencies and power consumption of the AMD Opteron processor; Table 2 reports the same information for the 2 GHz VIA C7-M processor, currently offered for the mobile market.
4. Problem Formulation

We now formally describe the problem addressed in this paper. We consider an application running on a distributed system made of a set $\mathcal{K} = \{1, \ldots, K\}$ of $K$ devices; each integer $k \in \mathcal{K}$ uniquely identifies a device (e.g., a CPU, a disk...). Clients interact with the application by issuing requests which are processed by the system. Processing involves requesting service from multiple devices; at the end, a response is sent back to the client.

Device $k$ supports $L[k]$ different performance states, which we denote with $RSP[k, j]$ the relative speed of device $k$ in state $j$, defined as:

$$RSP[k, j] = \frac{\text{Processing rate of device } k \text{ in state } j}{\text{Processing rate of device } k \text{ in state } 1}$$

Intuitively, $RSP[k, j]$ represents the slowdown of device $k$ running in state $j$ with respect to the same device operating in state 1. For example, if $RSP[k, 3] = 0.2$, then a computation requiring $x$ time units on device $k$ in state 1 would take $(1/0.2)x = 5x$ time units on the same device in state 3. Relative speeds can be different from device to device: we only require that processing rates are monotonically decreasing:

$$EN[k, 1] > EN[k, 2] > \ldots > EN[k, L[k]] > 0$$

We denote with $EN[k, j]$ the energy consumption of device $k$ in state $j$, which can be different from device to device (we allow heterogeneous systems). The total energy consumed by device $k$ in state $j$ over a time interval of duration $T$ is $T \times EN[k, j]$. We require that the energy consumption rates and relative speeds are monotonically decreasing:

$$EN[k, 1] > EN[k, 2] > \ldots > EN[k, L[k]] > 0$$

We denote with $EN[k, j]$ the energy consumption of device $k$ in state $j$, which can be different from device to device (we allow heterogeneous systems). The total energy consumed by device $k$ in state $j$ over a time interval of duration $T$ is $T \times EN[k, j]$. We require that the energy consumption rates and relative speeds are monotonically decreasing:

$$EN[k, 1] > EN[k, 2] > \ldots > EN[k, L[k]] > 0$$

where $EN[k, j]$ is the system configuration at time $t$, and $EN[k, j]$ is the total energy consumption rate with configuration $S(t)$. The value of the objective function $E(S(t)) = \sum_{k=1}^{K} EN[k, S[k](t)]$ is the mean system response time with configuration $S(t)$.

It is important to observe that the response time $R(S(t))$ not only depends on the system configuration $S(t)$ at time $t$, but also on other parameters, including the workload intensity (number of concurrent users interacting with the system). Therefore, the optimization problem (2) should be solved continuously at run-time in order to allow the system to operate within the requested QoS constraints with minimum energy consumption. Of course, computing new configurations with high frequency is infeasible, as that operation would become a bottleneck. We describe in the next section a practical approach for identifying reconfguration times and computing new system configurations.

We remark that all devices have a finite processing capacity, i.e., can process requests up to a finite maximum rate; obviously, the maximum processing capacity can be obtained when all devices operate in state 1. Nevertheless, the requests arrival rate can be larger than the maximum processing capacity, resulting in arbitrarily large delays due to queuing of requests at the bottleneck device (s. Thus, if the arrival rate of requests keeps increasing, the system response time gets larger no matter what the system configuration is. From this, we conclude that the optimization problem (2) may have no solution, e.g., when the workload intensity is higher than the maximum system capacity. In such case, EASY will return $S = (1, \ldots, 1)$ as a pseudo-solution, in which all devices operate in the faster ACPI state.

Example. As a practical example, let us consider the system shown in Figure 4; the system has $K = 4$ devices (servers) hosting a distributed application which must provide an average response time no greater than $R_{\text{max}} = 50$ms. Let us assume

Figure 4: Demo System
Table 3: Estimated response time and power consumption of all valid configurations of the system in Fig. 4. Underlined configurations have estimated mean response time not exceeding 50ms.

<table>
<thead>
<tr>
<th>Configuration S</th>
<th>Resp. Time R(S)</th>
<th>Power E(S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1, 1, 1)</td>
<td>43.000</td>
<td>215.00</td>
</tr>
<tr>
<td>(1, 1, 2, 1)</td>
<td>46.176</td>
<td>212.00</td>
</tr>
<tr>
<td>(1, 1, 3, 1)</td>
<td>49.000</td>
<td>209.00</td>
</tr>
<tr>
<td>(1, 2, 1, 1)</td>
<td>46.500</td>
<td>210.00</td>
</tr>
<tr>
<td>(1, 2, 2, 1)</td>
<td>49.676</td>
<td>207.00</td>
</tr>
<tr>
<td>(1, 2, 3, 1)</td>
<td>52.500</td>
<td>204.00</td>
</tr>
<tr>
<td>(1, 3, 1, 1)</td>
<td>49.000</td>
<td>205.00</td>
</tr>
<tr>
<td>(1, 3, 2, 1)</td>
<td>52.176</td>
<td>202.00</td>
</tr>
<tr>
<td>(1, 3, 3, 1)</td>
<td>55.000</td>
<td>199.00</td>
</tr>
</tbody>
</table>

Table 3 shows the estimated mean response time $R(S)$ for each configuration $S$. We underline the configurations whose system response time does not exceed the threshold $R_{\text{max}} = 50\text{ms}$; among these, the one with lower power consumption is (1, 3, 1, 1); this would be the desired result of the optimization problem 2.

In general the scenario can be much more complex than the one shown in this simple example. First of all, multiple users can be submitting requests at the same time; hence, requests can queue at the various servers interfering with each other, so that Eq. (3) can no longer be used to estimate the system response time. Additionally, some of the parameters (service times, routing probabilities) can be difficult if not impossible to estimate in advance, and can also fluctuate over time. Finally, the number of possible configurations can grow exponentially as the number of devices increases, making the analysis of all configurations not possible. We will address all these issues in the rest of this paper.

5. EASY Architecture

The optimization problem (2) is parametrized by the continuous variable $t$ (time). In order to make the problem tractable, we partition the time into non-overlapping, contiguous intervals of duration $\Delta t$. With a slight abuse of notation we denote with $t_1, t_2, \ldots$ both the end of the intervals, and the intervals themselves.

EASY is a reactive system based on the Monitor-Analyze-Plan-Execute control loop shown in Fig. 5. During the Monitor step, EASY measures the response time, throughput and individual device utilizations by collecting samples on the running system. At the end of each observation period, this information is used in the Analyze step to instantiate a performance model based on Queueing Networks. The model is used in the Plan step to quickly analyze different configurations, until an approximate solution of the optimization problem (2) is found. The newly found system configuration is finally applied during the Execute step.

Figure 6 shows a generic server farm enhanced with additional components (shown as gray boxes) required by EASY. We use the standard UML notation for deployment diagrams [39], where three-dimensional boxes represent physical devices, while rectangles represent software components.

The frontend is the access point to the infrastructure, and is usually responsible for admission control and load balancing. The frontend is enhanced with two additional components, the monitor and the controller. The monitor is a passive observer which simply forwards all requests to the system; while it does so, it measures the mean system response time $\bar{R}(t)$, the system throughput $\bar{X}(t)$ and individual device utilizations $\bar{U}[k](t)$,
under the current configuration $S(t)$ during the interval $t$ (details are given in Section 6). The system response time and throughput are measured by passive analysis of user requests within the frontend; utilizations of ACPI-capable devices are collected by software probes residing on each host of the server farm. The set() interface of the probes is used to read the current ACPI level and utilization of devices within the same host (e.g., multiple CPUs, disks, network interfaces and so on). The controller is activated at the end of each observation interval, and uses the parameters collected by the monitor to identify a new state which solves the optimization problem (2). The new state is sent to the probes through their set() interface; each probe triggers the appropriate ACPI state changes to devices it controls.

At the end of each observation period, if the measured system response time $\bar{R}(t)$ is below the threshold $R_{\text{low}}$, EASY tries to slow down some devices by setting them to higher numbered performance states; on the other hand, if the response time is above $R_{\text{max}}$, EASY speeds up bottleneck devices by setting them to lower numbered performance states. To prevent excessive reconfigurations when $\bar{R}(t)$ jumps above and below the threshold $R_{\text{max}}$, we use an hysteresis mechanism implemented through two additional thresholds $R_{\text{low}}$ and $R_{\text{high}}$, such that $R_{\text{low}} < R_{\text{high}} < R_{\text{max}}$. A reconfiguration is triggered only when $\bar{R}(t) > R_{\text{high}}$ or $\bar{R}(t) < R_{\text{low}}$.

Algorithm 1 shows the EASY control loop. At each iteration, the system response time $\bar{R}(t)$, throughput $\bar{X}(t)$ and device utilizations $\bar{U}[k](t)$ are measured during a time interval of duration $\Delta t$ (line 4). If the response time $\bar{R}(t)$ is larger than $R_{\text{high}}$, EASY identifies a new configuration by switching bottleneck devices to better performing states (line 6). If $\bar{R}(t)$ is lower than $R_{\text{low}}$, EASY tries to switch devices to power states which require less energy (line 8). The procedures Speedup() and Slowdown() solve the optimization problems $\mathcal{P}(R_{\text{low}})$ and $\mathcal{P}(R_{\text{high}})$, respectively: they identify a new system configuration $S'$ such that the estimated response time is less than $R_{\text{high}}$.

By choosing appropriate values for $R_{\text{low}}, R_{\text{high}}$ and for the monitoring interval $\Delta t$, it is possible to achieve different trade-offs between reactivity and sensitivity to changes in the system response time. Specifically, the duration $\Delta t$ of the monitoring interval controls the reactivity of EASY: lower values result in faster reaction times, but also increase the overhead due to the computation of new configurations. The parameters $R_{\text{low}}$ and $R_{\text{high}}$ control how EASY is sensitive to small deviations of the average response time $\bar{R}(t)$ from the threshold $R_{\text{max}}$.

6. System Modeling

In order to estimate the system response time under different configurations, EASY makes use of a suitable performance model. We model the system as a single-class, closed QN. The QN model used by EASY contains $K$ service centers, each one representing an individual ACPI-capable device. Requests circulate through the system, joining the queues associated to devices they get service from. Once service is complete, a request can be forwarded to another device, or may be sent back to the user who submitted it.

In a closed network there is a fixed number of requests which circulate through the system. This represents the fact that each client can have some fixed, maximum number of outstanding requests, and will wait for one of those requests to complete before submitting another one. We allow the number of clients
to vary over time, since every $\Delta t$ time units a new network is built and analyzed from scratch.

As already observed, efficiency of the reconfiguration algorithm is of primary importance for EASY, as it must operate on-line and should compute new system configurations as fast as possible. A special class of QNs, called product-form QNs, have a simple closed form expression of the stationary state distribution, so that average performance measures can be computed efficiently [40] (in order to make this paper self-contained, we included additional details on QNs in Appendix B).

While product-form QNs must satisfy some constraints which may reduce their accuracy in modeling real-world systems (see [40] for details), we argue that they are still accurate enough for guiding the process of identifying new configurations. The accuracy of a performance model is both related to its expressiveness (how precisely the model captures the actual system behavior), and to the accuracy of the model input parameters. In EASY, model parameters come from the monitor, which is not always up-to-date with the running system. In this situation there is very little or no gain in using more sophisticated (but possibly slower to analyze) models.

The solution of the QN model requires numerical parameters which can be derived from the system throughput, response time, and individual device utilizations. These parameters can be estimated by collecting samples over each observation period of duration $\Delta t$. Specifically, let $C$ be the number of user requests that the system processed within an observation interval, and $T_1, T_2, \ldots, T_C$ are the times taken to process the $C$ requests, then the system response time is estimated as $\sum_{c=1}^{C} T_c / C$, and the throughput as $C/\Delta t$. The device $k$ utilization is the fraction of the interval $\Delta t$ in which device $k$ was busy (i.e., processing some request); by definition, $\bar{U}[k](t) \in [0, 1]$.

We define the service demand $D[k, S][k](t)$ of device $k$ in state $S[k](t)$ as the total time spent by a request in device $k$. Applying the Utilization Law [41], we have:

$$ D[k, S][k](t) = \frac{\bar{U}[k](t)}{\bar{X}(t)} \quad (4) $$

The service demand $D[k, l]$ for a generic state $l \in \mathcal{L}[k]$ can be estimated as:

$$ D[k, l] = \text{Processing rate of device } k \text{ in state } l \times \frac{\bar{U}[k](t)}{\bar{X}(t)} $$

which, applying Eq. (1), can be rewritten as:

$$ D[k, l] = \frac{\text{RSP}[k, S][k](t)}{\text{RSP}[k, l]} \times \frac{\bar{U}[k](t)}{\bar{X}(t)} \quad (5) $$

The number of requests in the system $N(t)$ at time $t$ can be computed from the throughput $\bar{X}(t)$ and response time $\bar{R}(t)$ using Little’s law [42]:

$$ N(t) = \bar{X}(t) \times \bar{R}(t) \quad (6) $$

### Algorithm 2 EstimateRespT($S', S, \bar{U}, \bar{X}, \bar{R}$) $\rightarrow R(S')$

Require: $S'$ arbitrary state
Require: $S = S(t)$ current state
Require: $\bar{U} = \bar{U}(t)$ current device utilizations
Require: $\bar{X} = \bar{X}(t)$ current system throughput
Require: $\bar{R} = \bar{R}(t)$ current system response time
Ensure: $R(S')$ estimated system response time in state $S'$

1. $N := \bar{X} \times \bar{R}$ [Little’s Law (6)]
2. for all $k \in K$ do
   3. Calculate $D[k] := \frac{\text{RSP}[k, S][k]}{\text{RSP}[k, S']} \times \frac{\bar{U}[k]}{\bar{X}}$ [Service demands (5)]
   4. $D_{\max} := \max\{D[k] | k \in K\}$
   5. $D_{\text{ave}} := D_{\text{ave}}/K$
   6. $R' := \max(N D_{\max}, D_{\text{ave}} + (N-1) D_{\text{ave}})$ [Upper bound]
   7. $R' := D_{\text{ave}} + (N-1) D_{\max}$ [Lower bound]
8. $R := (R' + R')/2$

Given the current configuration $S = S(t)$, measured device utilizations $\bar{U} = \bar{U}(t)$, system throughput $\bar{X} = \bar{X}(t)$ and response time $\bar{R} = \bar{R}(t)$, function EstimateRespT() shown in Algorithm 2 estimates the system response time $R(S')$ for any configuration $S'$. The estimate is obtained as the average of the upper and lower response time bounds ($R'$ and $R''$, respectively) computed using Balanced System Bounds (BSB) [31].

While the result returned by function EstimateRespT() is only an estimate, the exact steady-state response time could be computed using the Mean Value Analysis (MVA) algorithm [43]. However, MVA requires $O(NK)$ operations for analyzing a QN with $K$ queueing centers and $N$ requests, while Algorithm 2 only requires $O(K)$ operations, which does not depend on $N$. We show in Section 9 that, despite this approximation, EASY provides almost optimal configurations.

### 7. Solving the Optimization Problem using Mixed Integer Programming

We now describe a formulation of the optimization problem $P(R_{\text{max}})$ as a MIP problem which we call $P_{\text{MIP}}(R_{\text{max}})$. While Integer Linear Programming is NP-complete, existing MIP solvers can handle medium-sized problems quite readily. Therefore, we use $P_{\text{MIP}}(R_{\text{max}})$ as a benchmark against which a faster heuristic, described in Section 8, will be compared.

Let $D[k, l]$ be the service demand of device $k$ when operating in performance state $l \in \mathcal{L}[k]$, as defined in (5). We encode the solution of the optimization problem (2) in a binary matrix $X[k, l]$, such that $X[k, l] = 1$ if and only if device $k$ must be set in state $l$ to get the minimum energy consumption rate. As described in Section 6, we estimate the system response time $R(S')$ for an arbitrary configuration $S'$ using Balanced System Bounds. Then, problem $P(R_{\text{max}})$ can be formulated as shown in Fig. 7.

It should be observed that the problem $P_{\text{MIP}}(R_{\text{max}})$ is not linear, due to constraints (*) on $R'$ and (**) on $D_{\text{max}}$. Fortunately, we can obtain an equivalent linear problem by replacing (*) with:
\[ \mathcal{P}_{\text{MIP}}(R_{\text{max}}) \equiv \]

**Given:**
- \( \mathcal{K} = \{1, \ldots, K\} \): Set of devices
- \( \mathcal{L}[k] = \{1, \ldots, L[k]\}, \quad k \in \mathcal{K} \): Set of performance states of device \( k \)
- \( D[k, l], \quad k \in \mathcal{K}, l \in \mathcal{L}[k] \): Estimated service demand of device \( k \) in performance state \( l \), computed using Eq. (5)
- \( EN[k, l], \quad k \in \mathcal{K}, l \in \mathcal{L}[k] \): Energy consumption rate of device \( k \) in performance state \( l \)
- \( R_{\text{max}} \): Maximum system response time
- \( N \): Number of users currently connected to the system

**Define:**
- \( X[k, l], \quad k \in \mathcal{K}, l \in \mathcal{L}[k] \): \( X[k, l] = 1 \) if and only if device \( k \) should be set in performance state \( l \), 0 otherwise

**Minimize:**
\[
\sum_{k \in \mathcal{K}} \sum_{l \in \mathcal{L}[k]} X[k, l] \times EN[k, l],
\]
Total energy consumption

**Subject to:**
- \( R \leq R_{\text{max}} \): The system response time should not exceed \( R_{\text{max}} \)
- \( \sum_{l \in \mathcal{L}[k]} X[k, l] = 1, \quad k \in \mathcal{K} \): Each device must be in one performance state only
- \( R = (R^+ + R^-)/2 \): The system response time is estimated as the average of upper and lower bounds

\(*\)
\[
R^- = \max (ND_{\text{max}}, D_{\text{tot}} + (N - 1)D_{\text{ave}}),
\]
Lower bound of the response time
\[
R^+ = D_{\text{tot}} + (N - 1)D_{\text{max}},
\]
Upper bound of the response time
\[
D_{\text{max}} = \max_{k \in \mathcal{K}} D[k],
\]
\[
D_{\text{ave}} = D_{\text{tot}}/K,
\]
\[
D[k] = \sum_{l \in \mathcal{L}[k]} X[k, l] \times D[k, l], \quad k \in \mathcal{K}, \quad D[k] \text{ is the service demand of device } k \text{ with the current configuration encoded by matrix } X[k, l]
\]

The resulting problem is linear, and can be solved using many existing software packages (e.g., GLPK\(^3\), CPLEX\(^4\), lp\_solve\(^5\), just to name a few). Solving MIP problems can be computationally prohibitive [44]; however, MIP solvers allow the user to specify a maximum computation time; if this time elapses before the optimal solution is found, the “best” feasible solution identified so far is returned.

**8. Heuristic solution of the optimization problem**

In this section we describe a heuristic solution algorithm for solving the optimization problem (2). The heuristic is based on the following idea: given the current configuration \( S \) we iteratively compute the new configuration \( S' \) by switching one device at a time to a higher or lower numbered performance state.

Specifically, if the current response time \( R(t) \) is above the threshold \( R_{\text{high}}(R(t) > R_{\text{high}}) \), we identify the bottleneck device \( B \) and switch it to a lower numbered ACPI state, such that the
device operates faster. This process is iterated until either (i) the estimated system response time becomes lower than $R_{\text{high}}$, or (ii) all devices are in state 1, and thus cannot be made any faster.

On the other hand, if the current response time $R(t)$ is below the threshold $R_{\text{low}} (R(t) < R_{\text{low}})$, we identify the device with lower utilization, and switch it to a higher numbered ACPI state. The process stops when no device can be slowed down without making the estimated system response time higher than $R_{\text{high}}$.

The QN performance model plays a fundamental role in the reconfiguration process. As will be described in Sections 8.1 and 8.2 below, the QN is used to estimate the utilization of devices and the system response time for the new configurations, without interferring with the real system. In Section 8.3 we analyze the computational costs of the heuristic, and characterize the results it provides.

8.1. Speeding Up the System

When $R(t) > R_{\text{high}}$, the response time can be improved by identifying and removing the system bottleneck. From queueing theory, we know that the bottleneck is the device with highest service demand [41]. Since our goal is to minimize the power consumption, we take into consideration also the current ACPI state to give preference to devices which have high service demand but low energy consumption. Specifically, if $S'$ is the configuration being considered, we define the bottleneck $k$ as the device for which the ratio $D[k, S'[k]]/EN[k, S'[k]]$ is maximized.

The details are shown in Algorithm 3. The procedure $\text{SPEEDUP}(S, U, X, R)$ takes as input the current configuration $S$, the measured device utilizations $U$, and the system throughput $X$ and response time $R > R_{\text{high}}$. The procedure computes a new configuration $S'$ for which the estimated response time is less than $R_{\text{high}}$.

$S'$ is computed iteratively, by switching one device at a time to a faster ACPI performance state. At each iteration we compute the set $C$ of devices which are in a performance state strictly greater than one; therefore, $C$ is the set of devices which can be made faster. The bottleneck is the device $B$ in $C$ for which the ratio $D[B, S'[B]]/EN[B, S'[B]]$ is maximum (line 5), $S'[B]$ being the performance state of $B$ in configuration $S'$. Then, device $B$ is switched to ACPI state $S'[B] = 1$.

The procedure $\text{SPEEDUP}$ stops either when (i) the estimated system response time becomes less than $R_{\text{max}}$, or (ii) all devices have been set to state 1 (thus $C$ becomes empty).

8.2. Slowing Down the System

Algorithm 4 is used to reduce the total energy consumption rate by selectively slowing down non-bottleneck devices. Again, we use a greedy approach in which a new system configuration $S'$ is derived from the current one, by slowing down one device $U$ at a time. $U$ is selected among a set $C$ of candidates, which initially contains the index of all devices which are not in their highest numbered (slower) performance state.

The device $U$ satisfies the following two properties:

- It is the device whose slowdown produces the minimum increase in the system response time with maximum reduction of energy consumption rate (line 5);
- After setting $U$ in state $S'[U] + 1$, the estimated system response time is below the threshold $R_{\text{high}}$ (lines 6–7).

Device $U$ is removed from $C$ if it can not be made any slower (line 11), or if switching it to a slower performance state violates the constraint $R > R_{\text{high}}$. The procedure terminates when the set $C$, computed at the beginning of each iteration, is empty.

8.3. Efficiency and Optimality Considerations

Algorithms 3 and 4 execute a number of iterations in which a single device is reconfigured at a time; in particular, at each iteration one device $k$ is switched from state $S[k]$ to $S[k] + 1$ (in the $\text{SPEEDUP}$ procedure), or from state $S[k]$ to $S[k] - 1$ (in the $\text{SLOWDOWN}$ procedure).
In order to analyze the solution $S'$ computed by the procedures above, we introduce some notation. Let $P$ and $Q$ two arbitrary system configurations. We say that $P < Q$ if, for all $k \in K$, $P[k] \leq Q[k]$, the inequality being strict for at least one value of $k$.

Using the assumption that power consumption rates are monotonically decreasing (see Section 4), we conclude that $P < Q$ implies $E(P) < E(Q)$. Also, since switching a device $k$ to a higher performance state reduces its service demand, the following Lemma holds:

**Lemma 1.** If $P < Q$, then $R(P) > R(Q)$, where $R(S)$ is the estimated system response time computed by analyzing the QN model.

Lemma 1 derives from known monotonicity properties of QN models [45], and it basically states that if we switch a single device to a upper (lower) performance level, the expected system response time increases (decreases). Note that the Lemma is true also if $R(S)$ is the exact response time of the QN model as computed by the MVA algorithm.

Using the properties above, we can characterize the solutions computed by Algorithms 3 and 4. The invocation of $\text{SpeedUp}(S,U,X,R)$ returns a new configuration $S'$ such that $S' < S$. From Lemma 1 we have that $R(S') < R(S)$. Moreover, by inspecting the code we can observe that there exists no configuration $S'' > S'$ such that $R(S'') < R(S') \leq R_{\text{high}}$. Hence, $S'$ is Pareto optimal for problem $P(R_{\text{high}})$. Similarly, the configuration $S''$ returned by procedure $\text{SlowDown}$ is Pareto optimal for problem $P(R_{\text{high}})$, in the sense that there exists no configuration $S'' > S'$ such that $R(S'') < R(S'') \leq R_{\text{high}}$.

The execution time of Algorithms 3 and 4 is the product of the number of iterations $O(\sum_{k \in K} S'[k] - S[k])$, and the cost $O(K)$ of each iteration. Hence, the total cost of procedure $\text{SpeedUp}$ and $\text{SlowDown}$ is $O( K \times \sum_{k \in K} |S'[k] - S[k]| )$, which in the worst case is $O( K \times \sum_{k \in K} L[k] )$. Note that the total number of possible configurations is $O( \prod_{k \in K} L[k] )$, hence the complete exploration of the solution space would be infeasible even for small systems.

### 9. Numerical Evaluation

In this section we assess the effectiveness of EASY by means of a set of synthetic test cases which have been evaluated numerically. We consider a system with $K$ devices. In order to limit the number of simulation parameters, we assume that all devices support the same number $L$ of ACPI performance states. We consider all combinations of $K \in \{10, 20, 30, 50\}$ and $L \in \{2, 4, 6\}$. The relative speed $RSP[k,j]$ of device $k$ in state $j$ is defined as a linear function of $j$, with minimum value $RSP[k,L] = 0.3$ and maximum $RSP[k,1] = 1$. Therefore

$$RSP[k,j] = 1.0 - \frac{j - 1}{L - 1} \times 0.7$$

The energy consumption rate $EN[k,j]$ is normalized in the range $[0,4,1]$, and is defined as:

$$EN[k,j] = 1.0 - \frac{j - 1}{L - 1} \times 0.6$$

Linear dependency of the energy consumption rate and relative speed is consistent with data from actual processors (see Tables 1 and 2).

We performed a time-stepped simulation with $T = 300$ steps. Algorithm 1 is executed every $\Delta t = 5$ time steps. We simulated a variable workload by changing the number of users $N(t)$ at step $t$. In order to use realistic data, we monitored a real large scale system by collecting the total number of online players connected to the RuneScape MMOG in May 2011. RuneScape is a Fantasy MMOG where players can travel across the fictional medieval realm. Players use an ordinary Web browser to connect to one of the available RuneScape servers; the servers are located in different world regions, so that communication latency can be minimized. During peak hours, more than 200,000 players are connected to the system (the load is split across the regional servers); this number becomes as low as about 110,000 players during off-peak hours. We extracted a subset of the data spanning 4 days; the data have been down-sampled in order to fit four days in $T = 300$ time steps. Finally, the sampled data have been rescaled so that the maximum number of users is about 100 (a workload which can be reasonably handled by the system for all values of $K$ and $L$).

The service demand $D[k](t)$ for device $k$ at simulation step $t$ has been generated by drawing uniformly distributed random values in the range $[0.2, 1.0]$; this ensured that service demands are not constant over time. We smoothed the service demand data by computing moving averages for each device, using a window size of 10 steps.

For each experiment the “hard” threshold $R_{\text{max}}$ is defined as follows. Let $t_{\text{max}} = \arg\max_{t \in [1,..,T]} (N(t)| N(t) \neq 0)$ be the time step at which there is the maximum number of concurrent users. We use the MVA algorithm to compute the system response time $R(t_{\text{max}})$ at step $t_{\text{max}}$, using the number of requests $N(t_{\text{max}})$ as above, and with all devices set in performance state $L$ (slower). We then define $R_{\text{max}} = 0.8 \times R(t_{\text{max}})$. $R_{\text{high}} = 0.9 \times R_{\text{max}}$ and $R_{\text{low}} = 0.8 \times R_{\text{max}}$. The above definition of $R_{\text{max}}$ ensures that, at each time step $t \in \{1,..,T\}$, there always exists a configuration $S(t)$ which solves the optimization problem $P(R_{\text{max}})$.

EASY is executed on-line, that is it finds a new configuration at time step $t$ by considering only the configuration at the previous step $t-1$ and the number of currently active requests $N_t$. The observed system response time $R(t)$ at time $t$ is computed as follows: first, we compute the system response time from the QN model using MVA; then, we multiply this value by a random number uniformly distributed in $[0.9, 1.1]$. This is used to simulate the fact that, in practice, the QN model will not produce the correct response time estimates.

We implemented Algorithms 3 and 4 in GNU Octave [46], an interpreted language for numerical computations. We implemented the main control loop (Algorithm 1) and procedures $\text{SpeedUp}$ and $\text{SlowDown}$ (Algorithms 3 and 4). We compared the results with the exact solutions of the MIP problem $P_{\text{MIP}}(R_{\text{high}})$ computed by GLPK with a timeout of 60 seconds.
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While in most cases the optimal solution was found before the timeout expired, GLPK is significantly slower than the heuristic (see Fig. 12, described below). All tests have been performed on an AMD Athlon 64 X2 3800+ dual core processor with 4 GB of RAM running Linux 2.6.32; we used GNU Octave version 3.2.3 and GLPK version 4.45.

For each combination of \( K \) and \( L \), we performed 10 independent simulation runs, using different seeds for generating independent sequences of pseudo-random numbers. We then computed average performance measures and 90% confidence intervals.

Figure 8 shows an example of the results for a system with \( K = 10 \) components operating at \( L = 2 \) quality levels. Figure 8(a) shows a run where EASY uses the heuristic described in Section 8, while Fig. 8(b) shows a run where we compute the exact solution of the MIP problems with the help of GLPK. The top part of the plot shows the observed system response time \( \bar{R}(t) \) at step \( t \) (thick line), together with the moving average (thin line); the latter is used by EASY to decide when a reconfiguration should be triggered, according to Algorithm 1. Reconfiguration points are shown as small circles: these are the times when either procedure \( \text{Speedup}(\cdot) \) or \( \text{Slowdown}(\cdot) \) have been invoked. The middle part of Fig. 8 shows the power consumption \( E(S(t)) \); horizontal lines show the minimum energy consumption rate, corresponding to the configuration in which all devices are in performance state \( L \), and the maximum energy consumption rate, corresponding to the configuration in which all devices are in the fastest performance state \( 1 \). Finally, the bottom part of Fig. 8 shows the number of users \( N(t) \) at time step \( t \).

We now describe the performance metrics which have been considered in our study, and discuss the results obtained from the simulation runs. For completeness, the raw data are reported in Tables 4 and 5. Table 6 allows quick comparison between the heuristic algorithm and the MIP solver; for each row, we underline the best result whose confidence interval does not overlap with the alternative.

**Number of SLA violations.** This is the number of simulation steps in which the response time constraints \( \bar{R}(t) \leq R_{\text{max}} \) has been violated. This is a lower is better metric, which means that lower values are preferred.

Figure 9 shows the results obtained with the heuristic and the MIP solver. We observe that, in most cases, the number of violations produced by the heuristic and by the MIP solver are comparable at this confidence level; this means that the configurations produced by finding an optimal solution of the MIP problem are not significantly better than those produced by the heuristic. However, if we look at the average values alone (height of histograms), we observe that the heuristic produces marginally less SLA violations than the MIP solver. This may seem counter-intuitive, as solutions of the MIP problem are expected to be the “best” possible configurations. The observed results can be explained by considering that the configurations produced by the heuristic are in general sub-optimal, which means that they require more energy than the bare minimum. This means that there are devices which are operating at higher power consumption levels, and therefore higher speed. This creates some slack capacity which yields a marginally lower average number of SLA violations.

**Total response time overflow \( \Delta R \).** The total response time overflow gives a measure of “how much” the SLA constraint has been violated. \( \Delta R \) is defined as the sum, over all times \( t \) where \( \bar{R}(t) > R_{\text{max}} \), of the difference \( \bar{R}(t) - R_{\text{max}} \). In other words, \( \Delta R \) is the area which lies above the line of the response time constraint \( R_{\text{max}} \) and below the curve of measured response time \( \bar{R}(S(t)) \) in Fig. 8.

We show in Fig. 10 the comparison of the response time overflow produced by the heuristic and the MIP solver. Again,
results in both cases are not statistically different, although average values seem to indicate that the heuristic is marginally better than the MIP solver. As for the average number of SLA violations, this can be explained by considering that configurations produced by the heuristic have higher energy consumption rate, so the heuristic is trading energy for lower response times.

**Total energy consumption** $E\text{\textsubscript{tot}}$. The total energy consumption is defined as the sum of consumption rates $E(S(t))$ over all time steps $t = 1, \ldots, T$, where $S(t)$ is the configuration selected by EASY at step $t$.

Results are shown in Fig. 11; referring to the raw data on Table 6, we observe that the MIP solver produces configurations with lower energy consumption. Those configurations represent the optimal solution of the optimization problem, and therefore are lower bounds of what is possible to achieve with any other heuristic strategy.

**Execution time.** We measured the total execution time of each simulation run. We remark that the results should not be taken as absolute performance measures, since EASY has been implemented using an interpreted language which is far less efficient than a compiled one. Furthermore, different MIP solvers may have dramatically different convergence speed or may even fail to converge in reasonable time scales on some instances. Therefore, these results should be considered as a qualitative measure of efficiency of the heuristic with respect to the solution of the MIP problem.

From Fig. 12 we see that for small values of $K$ the heuristic described by Algorithms 3 and 4 requires almost the same time as the exact solution of the MIP problem using GLPK. However, as the problem size increases, GLPK is significantly slower than the heuristic, the difference being more than an order of magnitude for $K = 50$. We remark that we forced GLPK to produce a solution within 60 seconds; for large values of $K$, GLPK failed in many cases to identify an optimal solution within the allocated time.

**Total energy overhead** $E\text{\textsubscript{over}}$. This parameter is used to estimate the efficiency of EASY by measuring the fraction of energy, above the minimum consumption rate, which is used by the system. Formally, let $E\text{\textsubscript{min}}$ be the minimum energy consumption rate when all devices are in state $L$, and let $E\text{\textsubscript{max}}$ be the maximum energy consumption rate when all devices are in state 1. Let $E(S(t))$ be the energy consumption rate at time $t$, under the configuration $S(t)$ produced by EASY. Then, the energy overhead is defined as:

$$E\text{\textsubscript{over}} = \frac{\sum_{t=1}^{T} (E(S(t)) - E\text{\textsubscript{min}})}{T \times (E\text{\textsubscript{max}} - E\text{\textsubscript{min}})}$$
By definition, the energy overhead is a number in the range $[0, 1]$. The value $E_{\text{over}} = 1$ corresponds to the situation in which all devices are always set in state 0; the value $E_{\text{over}} = 0$ corresponds to the situation in which all devices are in state $L$. Therefore, the energy overhead shows how efficiently the available energy consumption range between $E_{\text{min}}$ and $E_{\text{max}}$ is being used.

The values of $E_{\text{over}}$ for all experiments are reported in Tables 4 and 5. From the results we can make an important observation: increasing the number of ACPI performance states $L$ yields a lower value of $E_{\text{over}}$. In fact, increasing the number of performance states allows EASY to lower the energy consumption of each device to the minimum level allowing it to deliver “just enough” processing power to accommodate its service demand.

### 10. Conclusions

In this paper we proposed EASY, a framework for reducing the energy consumption rate of large-scale systems with QoS constraints. EASY can be applied to any system made of a set of ACPI-capable devices. The goal of EASY is to set each device to an appropriate ACPI performance state such that (i) the overall system response time is kept below a given threshold, and (ii) the total energy consumption rate is minimized. We formulate the energy-minimization problem as a MIP problem; using a general-purpose MIP solver we can compute exact solutions of the optimization problem, but unfortunately this approach is infeasible even for moderately complex systems due to the large amount of time required to find the solution. Therefore, we proposed an heuristic solution which uses a QN performance model to quickly estimate the response time of a subset of system configurations. We validated the heuristic through numerical experiments, and we observed that the solutions provided by the heuristic are comparable to those obtained by solving the MIP problem; moreover, the heuristic is much faster (more than an order of magnitude) for a system with $K = 50$ devices.

This approach can be extended along different directions. It would be certainly useful adding the possibility to handle non-operating device states (e.g., suspended or powered off) in order to further reduce the power consumption during off peak periods. As described in the introduction, this would pose a set of nontrivial challenges. From one side it would be necessary to migrate data or whole applications away from devices which are being shut down. From the other side it might be appropriate to adopt forecasting techniques in order to predict workload fluctuations ahead of time, in order to have the time to bring machines up or down as requested. Combining EASY with existing energy-conservation approaches based on the use of active/suspended states (e.g., [18]) could be fruitful.

Another direction in which EASY can be extended is that of implementing the control loop shown in Fig. 5 in a totally decentralized way, in order to avoid the possibility that EASY becomes a performance bottleneck or a single point of failure.
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Table 4: Results for the heuristic approach

<table>
<thead>
<tr>
<th>K</th>
<th>L</th>
<th>SLA Violations</th>
<th>ΔR</th>
<th>$E_{tot}$</th>
<th>$E_{ovr}$</th>
<th>Exec. Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>8.90 ± 2.21</td>
<td>76.29 ± 28.12</td>
<td>1454.70 ± 18.88</td>
<td>0.14</td>
<td>4.43 ± 0.03</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>8.60 ± 1.03</td>
<td>71.42 ± 16.65</td>
<td>1292.90 ± 3.10</td>
<td>0.05</td>
<td>4.73 ± 0.03</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>8.90 ± 2.45</td>
<td>67.75 ± 24.58</td>
<td>1256.88 ± 3.47</td>
<td>0.03</td>
<td>5.03 ± 0.03</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>16.70 ± 2.49</td>
<td>137.15 ± 26.16</td>
<td>3569.40 ± 39.91</td>
<td>0.32</td>
<td>5.35 ± 0.04</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>17.00 ± 1.83</td>
<td>140.08 ± 24.86</td>
<td>2822.20 ± 11.28</td>
<td>0.12</td>
<td>5.92 ± 0.06</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>14.30 ± 2.24</td>
<td>116.35 ± 26.47</td>
<td>2667.84 ± 9.26</td>
<td>0.07</td>
<td>6.62 ± 0.07</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>25.10 ± 2.40</td>
<td>267.09 ± 48.80</td>
<td>5627.70 ± 27.37</td>
<td>0.38</td>
<td>6.30 ± 0.12</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>16.80 ± 1.95</td>
<td>172.47 ± 33.57</td>
<td>4386.00 ± 9.39</td>
<td>0.15</td>
<td>7.52 ± 0.15</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>17.60 ± 2.12</td>
<td>159.38 ± 30.82</td>
<td>4124.64 ± 5.11</td>
<td>0.10</td>
<td>8.27 ± 0.17</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>26.60 ± 1.97</td>
<td>246.11 ± 31.73</td>
<td>9517.80 ± 51.00</td>
<td>0.39</td>
<td>7.61 ± 0.11</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>16.30 ± 1.50</td>
<td>140.97 ± 27.14</td>
<td>7484.70 ± 10.14</td>
<td>0.16</td>
<td>9.98 ± 0.18</td>
</tr>
<tr>
<td>50</td>
<td>6</td>
<td>15.20 ± 1.54</td>
<td>182.25 ± 43.83</td>
<td>7064.34 ± 7.46</td>
<td>0.12</td>
<td>12.12 ± 0.25</td>
</tr>
</tbody>
</table>

Table 5: Results for the approach involving exact solution of the MIP problem

<table>
<thead>
<tr>
<th>K</th>
<th>L</th>
<th>SLA Violations</th>
<th>ΔR</th>
<th>$E_{tot}$</th>
<th>$E_{ovr}$</th>
<th>Exec. Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>9.70 ± 1.59</td>
<td>73.67 ± 14.63</td>
<td>1418.70 ± 13.87</td>
<td>0.12</td>
<td>4.50 ± 0.04</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>9.50 ± 2.01</td>
<td>79.50 ± 28.47</td>
<td>1277.20 ± 2.76</td>
<td>0.04</td>
<td>4.64 ± 0.04</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>9.70 ± 1.37</td>
<td>64.31 ± 15.39</td>
<td>1246.68 ± 1.89</td>
<td>0.03</td>
<td>4.81 ± 0.04</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>16.50 ± 1.67</td>
<td>115.84 ± 14.10</td>
<td>3289.80 ± 31.09</td>
<td>0.25</td>
<td>4.80 ± 0.06</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>17.60 ± 2.32</td>
<td>131.35 ± 24.20</td>
<td>2740.80 ± 13.71</td>
<td>0.09</td>
<td>5.90 ± 0.09</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>16.20 ± 1.54</td>
<td>145.47 ± 21.15</td>
<td>2627.82 ± 5.75</td>
<td>0.06</td>
<td>8.32 ± 0.36</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>29.30 ± 3.10</td>
<td>244.69 ± 19.78</td>
<td>5218.20 ± 59.86</td>
<td>0.30</td>
<td>12.01 ± 0.21</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>20.30 ± 1.52</td>
<td>173.08 ± 39.12</td>
<td>4278.10 ± 10.03</td>
<td>0.13</td>
<td>54.86 ± 15.98</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>16.30 ± 1.57</td>
<td>186.43 ± 29.05</td>
<td>4089.18 ± 11.03</td>
<td>0.09</td>
<td>40.47 ± 9.65</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>33.30 ± 1.91</td>
<td>310.63 ± 41.28</td>
<td>8827.80 ± 38.44</td>
<td>0.31</td>
<td>195.58 ± 19.93</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>17.90 ± 2.45</td>
<td>208.40 ± 48.19</td>
<td>7336.50 ± 17.71</td>
<td>0.15</td>
<td>339.11 ± 31.76</td>
</tr>
<tr>
<td>50</td>
<td>6</td>
<td>15.80 ± 2.04</td>
<td>191.60 ± 59.64</td>
<td>6998.70 ± 7.18</td>
<td>0.11</td>
<td>146.01 ± 36.48</td>
</tr>
<tr>
<td>K</td>
<td>L</td>
<td>SLA Viol.</td>
<td>ΔR</td>
<td>Exec. Time</td>
<td>SLA Viol.</td>
<td>ΔR</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>----------</td>
<td>----</td>
<td>-----------</td>
<td>----------</td>
<td>----</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>9.70 ± 1.59</td>
<td>73.67 ± 14.63</td>
<td>1418.70 ± 13.87</td>
<td>4.50 ± 0.04</td>
<td>8.90 ± 2.21</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>9.50 ± 2.01</td>
<td>79.50 ± 28.47</td>
<td>1277.20 ± 2.76</td>
<td>4.64 ± 0.04</td>
<td>8.60 ± 1.03</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>9.70 ± 1.37</td>
<td>64.31 ± 15.39</td>
<td>1246.68 ± 1.89</td>
<td>4.81 ± 0.04</td>
<td>8.90 ± 2.45</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>16.50 ± 1.67</td>
<td>115.84 ± 14.10</td>
<td>1289.80 ± 31.09</td>
<td>4.80 ± 0.06</td>
<td>16.70 ± 2.49</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>17.60 ± 2.32</td>
<td>131.35 ± 24.20</td>
<td>2140.80 ± 13.71</td>
<td>5.90 ± 0.09</td>
<td>17.00 ± 1.83</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>29.30 ± 3.10</td>
<td>244.69 ± 19.78</td>
<td>8218.20 ± 59.86</td>
<td>12.01 ± 0.21</td>
<td>25.10 ± 2.40</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>20.30 ± 1.52</td>
<td>173.08 ± 39.12</td>
<td>4278.10 ± 10.03</td>
<td>54.86 ± 15.98</td>
<td>16.80 ± 1.95</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>16.30 ± 1.57</td>
<td>186.43 ± 29.05</td>
<td>4089.18 ± 11.03</td>
<td>40.47 ± 9.65</td>
<td>17.60 ± 2.12</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>33.30 ± 1.91</td>
<td>310.63 ± 41.28</td>
<td>8821.80 ± 38.44</td>
<td>195.58 ± 19.93</td>
<td>26.60 ± 1.97</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>17.90 ± 2.45</td>
<td>208.40 ± 48.19</td>
<td>7336.50 ± 17.71</td>
<td>339.11 ± 31.76</td>
<td>16.30 ± 1.50</td>
</tr>
<tr>
<td>50</td>
<td>6</td>
<td>15.80 ± 2.04</td>
<td>191.60 ± 59.64</td>
<td>6998.70 ± 7.18</td>
<td>146.01 ± 36.48</td>
<td>15.20 ± 1.54</td>
</tr>
</tbody>
</table>
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Table A.7: Summary of the notation used in this paper

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{K}$</td>
<td>Index set of devices, $\mathcal{K} = {1, \ldots, K}$</td>
</tr>
<tr>
<td>$L[k]$</td>
<td>Number of ACPI performance states supported by device $k \in \mathcal{K}$</td>
</tr>
<tr>
<td>$\mathcal{L}[k]$</td>
<td>Index set of performance states of device $k$, $\mathcal{L}[k] = {1, \ldots, L[k]}$</td>
</tr>
<tr>
<td>$RSP[k, l]$</td>
<td>Relative speed of device $k$ in state $l \in \mathcal{L}[k]$ with respect to the same device in state $0$ (fastest)</td>
</tr>
<tr>
<td>$EN[k, l]$</td>
<td>Energy consumption rate of device $k$ in state $l \in \mathcal{L}[k]$</td>
</tr>
<tr>
<td>$S, S'$</td>
<td>System configurations; $S = {S[1], \ldots, S[K]}$, where $S[k] \in \mathcal{L}[k]$ is the current performance state of device $k$</td>
</tr>
<tr>
<td>$S(t)$</td>
<td>System configuration at time $t$</td>
</tr>
<tr>
<td>$E(S)$</td>
<td>Total energy consumption rate of the system in state $S$</td>
</tr>
<tr>
<td>$\overline{R}(t)$</td>
<td>Measured system response time at time $t$</td>
</tr>
<tr>
<td>$\overline{X}(t)$</td>
<td>Measured system throughput at time $t$</td>
</tr>
<tr>
<td>$U<a href="t">k</a>$</td>
<td>Measured utilization of device $k \in \mathcal{K}$ at time $t$</td>
</tr>
<tr>
<td>$R(S)$</td>
<td>Estimated system response time under configuration $S$</td>
</tr>
<tr>
<td>$D[k]$</td>
<td>Estimated request demanding time of device $k$</td>
</tr>
<tr>
<td>$R_{\text{max}}$</td>
<td>Maximum allowed system response time</td>
</tr>
<tr>
<td>$R_{\text{high}}$</td>
<td>Higher threshold, $R_{\text{high}} &lt; R_{\text{max}}$</td>
</tr>
<tr>
<td>$R_{\text{low}}$</td>
<td>Lower threshold, $R_{\text{low}} &lt; R_{\text{high}}$</td>
</tr>
</tbody>
</table>

Appendix A. Notation

In Table A.7 we summarize the main notation adopted throughout the paper.

Appendix B. Queueing Network Models

Queueing network models [40, 41] are a mathematical modeling approach in which a software system is represented as a collection of: (i) service centers, which model system resources, and (ii) customers, which represent system users or “requests” and move from one service center to another one. The customers’ competition to access resources corresponds to queueing into the service centers. The simplest queueing network model includes a single service center (see Fig. B.13) which is composed of a single queue and a single server: the queue models a flow of customers or “requests” and move from one service center to another one. The customers’ competition to access resources corresponds to queueing into the service centers.

The simplest queueing network model includes a single service center (see Fig. B.13) which is composed of a single queue and a single server: the queue models a flow of customers or requests which enter the system, wait in the queue if the system is busy serving other requests, obtain the service, and then depart. Note that, at any time instant only one customer or request is obtaining the service. Single service centers can be described by two parameters: the requests arrival rate, usually denoted by $\lambda$, and the average service time $S$, i.e., the average time required by the server in order to execute a single request. The maximum service rate is usually indicated with $\mu$ and is defined
Queueing networks are an important class of models also known as separable of accesses to the CPU performed by a single request. The number of visits is the average number of times a request is served at the service center, i.e., the average overall time required to complete a request at service center \( k \). The average number of times a request is served at the \( k \)-th service center is defined as the number of visits \( V[k] \), and it holds \( D[k] = V[k] \times S[k] \).

In time sharing operating systems, as an example, the average service time is the operating system time slice, while the demanding time is the overall average CPU time required for a request execution. The number of visits is the average number of accesses to the CPU performed by a single request.

Queueing networks satisfying the BCMP theorem assumptions are an important class of models also known as separable queueing networks or product-form models\(^7\). The name “separable” comes from the fact that each service center can be separated from the rest of the network, and its solution can be evaluated in isolation. The solution of the entire network can then be formed by combining these separate results [41, 47]. Such models are the only ones that can be solved efficiently, while the solution time of the equations governing non-product-form queueing network grows exponentially with the size of the network. Hence, in practical situations the time required for the solution of non-product-form networks becomes prohibitive and approximate solutions have to be adopted.

Open and Closed Models. Queueing models can be classified as open or closed models. In open models customers can arrive and depart and the number of customers in the system cannot be determined a-priori (and, possibly, it can be infinite). The single service center system in Fig. B.13 is an open model. On the other hand, in closed models the number of customers in the system is a constant, i.e., no new customer can enter the system, and no customer can depart. While open models are characterized by the requests arrival rate \( \lambda \), a closed model can be described by the average number of users in the system \( N \) and by their think time \( Z \), i.e., the average time that each customer “spends thinking” between interactions (e.g., reading a Web page before clicking the next link). Customers in closed queueing models are represented as delay centers.

Single and Multi-Class Models. Finally, queueing models can be classified as single-class and multi-class models. In single-class models, customers have the same behavior; on the other hand, in multi-class models, customers behave differently and are mapped into multiple-classes. Each class \( c \) can be characterized by different values of demanding time \( D[c,k] \) at the \( k \)-th service center, different arrival rate \( \lambda[c] \) in open models, or number of users \( N[c] \) and think time \( Z[c] \) in closed models. Customers in each class are statistically indistinguishable. Queueing network theory allows determining performance metrics (i.e., response times, utilizations, etc.) on a per-class basis or on an aggregated basis for the whole system.

Solution Techniques. After modeling a software system as a queueing network, the model has to be evaluated in order to determine quantitatively the performance metrics. A first step in the evaluation can be achieved by determining the system bounds; specifically, upper and lower bounds on system throughput and response time can be computed as functions of the system workload intensity (number or arrival rate of customers). Bounds usually require a very little computational effort, especially for the single class case [41].

More accurate results can be achieved by solving the equations governing the QN behavior. Solution techniques can be classified as analytical methods (which can be exact or approximate) and simulation methods. Exact analytical methods can determine functional relations between model parameters (i.e., request arrival rate \( \lambda[c] \), number of customers \( N[c] \) and think time \( Z[c] \), and requests demanding times \( D[c,k] \)) and performance metrics. The analytical solution of open models system is very simple even for multiple class models and yields the average value of the performance metrics. The exact solution of single class closed models is known as the Mean Value Analysis (MVA) algorithm and has a linear time complexity with the number of customers and the number of service centers of the models. The MVA algorithm has been extended also to multiple classes, but the time complexity is non-polynomial with the number of customers or with the number of service centers and classes [41]. Hence, large closed models are solved by recurring to approximate solutions, which are mainly iterative methods and can determine approximate results in a reasonable time. Approximate MVA algorithms for multi-class closed

\(^7\)The name “product-form” comes from the fact that the stationary state distribution of the queueing network can be expressed as the product of the distributions of the single queues and avoids the numerical solution of the underlying Markov chain.
models provide results typically within a few percent of the exact analytical solution for throughput and utilization, and within 10% for queue lengths and response time [41].

Analytical solutions can determine the average values of the performance metrics (e.g., average response time, utilization, etc.) or, in some cases, also the percentile distribution of the metric of interest. Determining the percentile distribution of large systems is usually complex even for product-form networks. Indeed, while the mean value of the response time of a request that goes through multiple queues is given by the sum of the average response time obtained locally at the individual queues, the aggregated probability distribution is given by the convolution of the probability distribution of the individual queues. The analytical expression of the percentile distribution becomes complicated for large system (most of the studies provided in the literature are limited to tandem queues, i.e., queueing networks including two service centers [40, 48]).

Appendix C. MIP Problem in GNU MathProg

We describe the MIP model of Fig. 7 using the GNU MathProg language [49], a subset of the AMPL modeling language [50]; the model can be solved using GLPK [51]. Note that in the model below we assume that all devices support the same number \( n_L \) of ACPI performance states; this has been done just for notational convenience, since EASY has been presented in this paper for the general case of heterogeneous devices, and it is also possible to describe the general MIP problem (although less concisely) in AMPL/MathProg.

##### Input parameters #########

```
param N, integer, > 0; # Num. of requests
param nK, integer, > 0;# Num. of devices
param nL, integer, > 0;# Num. of power levels
param Rmax > 0; # Max response time

set K := 1..nK; # Devices
set L := 1..nL; # Performance states
```

# ENE\[k,l\] is the energy consumption
# rate of device k in performance state l
param ENE\{K, L\} > 0;

# DD\[k,l\] is the estimated service demand
# of device k in performance state l
param DD\{K, L\} > 0;

##### Variables ################

```
var X\{K, L\}, binary; # X[k,l] = 1 iff device k is
# set at performance level l
var D\{K\} >= 0; # service demands
var Dmax >= 0; # max service demand
var Dtot >= 0; # sum service demands
```

var Dave >= 0; # average service demand
var R >= 0; # response time
var Rplus >= 0; # upper bound of R
var Rminus >= 0; # lower bound of R

##### Optimization problem ######

```
# Objective function: minimize power consumption
minimize power_consumption:
sum\{k in K, l in L\} X\[k,l\]\*ENE\[k,l\];
```

##### Constraints##############

```
# Response time must be less tha Rmax
s.t. response_time: R <= Rmax;
# Each device must be in exactly one performance state
s.t. one\{k in K\}: sum\{l in L\} X\[k,l\]=1;
# Define response time
s.t. comp_R: R = (Rplus + Rminus) / 2;
# Define upper bound on response time
s.t. comp_Rplus: Rplus = Dtot + (N-1)*Dmax;
# Define lower bounds on response time
s.t. comp_Rminus1: Rminus >= N*Dmax;
s.t. comp_Rminus2: Rminus >= Dtot + (N-1)*Dave;
# Define maximum service demand
s.t. comp_Dmax \{k in K\}: Dmax >= D\[k\];
# Define total service demand
s.t. comp_Dtot: Dtot = sum\{k in K\} D\[k\];
# Define average service demand
# (card(K) is the cardinality of set K)
s.t. comp_Dave: Dave = Dtot / card(K);
# Define service demands D\[k\]
s.t. comp_D\{k in K\}:
  D\[k\] = sum\{l in L\} X\[k,l\]\*DD\[k,l\];
```

20